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Abstract

The objective of a speaker recognition system is to identify a specific speaker from a spoken utterance by the speaker. Also, speaker 
recognition system must result in accurate identification of the speaker in a short duration. To fulfil this, extraction of the features 
from sound signal is an important task because speaker recognition systems are largely depend on speaker specific characteris-
tics of a speech signal. The efficiency of this phase is crucial due to its effect on the performance and accuracy of the system. This 
paper presents a systematic study of the features contained in a speech signal and some techniques for extracting these features 
from speech signal. There are different feature extraction techniques which are used for speaker recognition like LPC, MFCC, GFCC, 
RASTA-PLP, etc. But MFCC and GFCC are the most widely used because they outperform other techniques and provides high accu-
racy rate of speaker recognition.
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1. Introduction
Humans have much better ability than computers to recognise 
face and speech. Speaker recognition is one of the tasks computer 
outperforms humans. Scientists have done regress research on the 
human ability to recognize and distinguish voices. By establish-
ing the factors detailing speaker dependent information scientist 
have been able to design reliable speaker recognition systems for 
forensic science applications. In this era of digital computers, 
researchers have developed such automatic speaker recognition 
systems that could outperform human listeners on similar task.1 
Many limitation and challenging problems remain to be over-
come with automatic speaker recognition systems. Speech signal 
retains information at several levels. In this paper, section-2 pre-
sents the characteristics of a feature ideal for speaker recognition 
and different types of features contained in the speech signal. 
Section-3 provides details about some of the feature extraction 
techniques used for speaker recognition. Finally, the paper is 
concluded in section-4.

2. Types of Features
Second phase is extraction of features from the speech signal. 
Speech consists of several features but all of these features con-

tained in the speech signal are not required for discriminating 
the speakers. The desired characteristics of an ideal feature are2:

•	 It should have large inter-speaker and small intra-speaker 
variability.

•	 It could be easily extracted from speech signal.
•	 It should not be affected by session and age variability.
•	 It should occur naturally and frequently in speech.
•	 It should be difficult to impersonate or mimic.
•	 It should be robust against noise and distortion.

No single feature have all of these characteristics and due to 
this more than one features have to be used for speaker recogni-
tion but simultaneously, the number of features considered for 
processing and recognition should also be small as techniques 
like Gaussian mixture model cannot deal with high-dimensional 
data.3 The requirement of training samples increases exponentially 
with features for reliable density estimation. This is called “curse 
of dimensionality”.4 The choice of features is largely dependent 
on particular application, size of the available speech database, 
resources available for computing and type of speaker to be rec-
ognized whether cooperative or not. Short-term spectral features 
have advantage of easy computation and good performance5 while 
high-level and prosodic features have robustness against noise. 
These features have drawbacks also like they are less discrimina-
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tive and can be easily mimicked. Also, more complex system is 
required for high-level features. Hence, it can be concluded that 
no feature can be considered best for recognition and the choice of 
feature is a trade-off between robustness, discriminative property, 
and feasibility of the system implementation. 
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Figure 1. Types of Features.

According to their physical interpretation, features can be 
categorized as:  
•	 Short-term spectral features, 
•	 Voice source features, 
•	 Spectro-temporal features, 
•	 Prosodic features, and 
•	 High-level features.

2.1 Short-term Spectral Features
Basically, the speech signals are highly non-stationary due to artic-
ulatory movements. Hence, to obtain a pseudo-stationary signal, 
speech signal is divided in the form of short frames. The duration 
of these short frames is around 20-30 ms and speech signal can be 
considered stationary for extracting the spectral feature vector in 
this short duration. The glottal voice source results in downward 
slopping spectrum which in turn causes the higher frequencies 
having very low intensity. Therefore, these frequencies have to 
be pre-emphasized to boost up the higher frequencies. This pre-
emphasized signal frame is then required to be passed through 
a smooth window function, generally the hamming window due 
to the finite length effect of Discrete Fourier Transform (DFT). 
Being very simple and efficient, the DFT is generally used tech-
nique to decompose a signal into its frequency components. On 
the basis of the assumption that small perceptual information is 
contained in phase spectrum, the magnitude spectrum is believed 
to be more important and generally retained for further pro-
cessing. A technique utilizing phase information is given in 6. In 
speaker recognition, a large amount of information is contained 
in the “spectral envelop of the spectrum” like resonance property 
of vocal tract. Spectral envelop is nothing but the global shape of 
the magnitude spectrum of DFT. A technique utilizing spectral 
envelop have a set of band-pass filters which integrates the energy 
of adjacent frequency bands. More band-pass filters are allocated 
to lower frequencies to represent them with higher resolution. 

Transformations are used now to reduce the dimensionality of 
the sub-band energy values which were earlier directly used as 
features. The feature obtained from this process is known as Mel-
frequency cepstral coefficients (MFCC) and introduced in 1980s 
primarily for speech recognition. But later on MFCCs are adopted 
for speaker recognition as well. 

2.2 Voice Source Features
These features carry speaker-specific information like glottal pulse 
shape, fundamental frequency etc. the parameters like degree of 
vocal fold opening and the duration of the closing phase. These 
parameters determine the quality of the speech, which can be 
categorized as creaky, breathy, and modal or pressed. The glottal 
features cannot be measured directly because of the vocal tract fil-
tering effect. The LP model can be used for estimating the vocal 
tract parameter first and then inverse filtering of original waveform 
can be done to get an estimation of speech signal from source.7 
If vocal folds are closed, then close-phase covariance analysis can 
also be used. The estimation of vocal tract is enhanced by this but 
along-with this, it also requires that the closed phase is detected 
accurately, which is very difficult in noisy conditions. An auto-
associative neural network can be used to extract the features of 
the signal after inverse filtering. Some other approaches have used 
parameters like residual phase, glottal flow model, cepstral coeffi-
cient, higher order statistics and many more. Voice source features 
has less dependency on phonetic content while vocal tract features 
are much more dependent on phonetic factors and hence, need 
large phonetic coverage which in turn give rise to the requirement 
of huge amount of training and testing data. This need for large 
amount of data can be well justified because vocal tract features are 
more discriminative as compared to voice source features. But it is 
also worth stating that accuracy can be improved by fusing these 
two features.

2.3 Spectro-temporal Features
The large amount of speaker-specific information can be 
extracted from spectro-temporal details like energy modula-
tion and formant transitions. Delta (Δ) and Double-delta (Δ2) 
coefficients, which are the first and second order derivative 
estimates can be used to include temporal information to the 
features.8 These coefficients are determined by taking time dif-
ferences between successive feature vector coefficients and then 
these coefficients are combined with the original coefficients. 
For example, if n is the number of original coefficients then with 
Δ & Δ2 coefficients total number of coefficients will be 3n. This 
process is repeated for each frame. Another method fits a regres-
sion line to the temporal curves, giving a more robust alternative. 
But research shows that simple differentiation can also provide 
equal or better performance. “Time-Frequency principle com-
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ponent” and “data-driven temporal filters” can also be used. In 
speaker recognition, modulation frequency can also be used as 
feature. Modulation frequency contains the information of the 
rate at which speaker utters words along with some other stylistic 
attributes. Modulation frequencies less than 20 Hz are consid-
ered for speech intelligibility. In 9, a temporal window of 300 ms 
was used along with modulation frequencies of less than 20 Hz to 
achieve highest efficiency using this feature. The number of FFT 
points and number of frames decides the dimension of the fea-
ture vector. To reduce the dimensionality of the spectro-temporal 
features, DCT can be applied on the temporal trajectories instead 
of spectrogram magnitudes.

Figure 2. Temporal Discrete Cosine Transform (TDCT)10.

DCT is advantageous over DFT as it can reduce the dimen-
sionality along with retaining the relative phases of the feature 
vectors10 and thus can confine phonetic and speaker-specific both 
type of the information. By combining cepstral and temporal 
features, efficiency can be enhanced as compared to the ceps-
tral system alone but the improvement was small and rigorous 
research is required in this direction before its use in practical 
applications. One of the probable problems can be that both 
types of the features have different frame rate and thus, cannot 
be simply combined at frame level. To overcome this, an entirely 
different speaker modelling and fusing techniques are needed. To 
improve speaker recognition system, frequency modulation can 
be used in place of amplitude based methods. In this, a band-pass 
filter bank is used to divide speech signal into sub-band signals. 
Then formant frequency features are extracted using dominant 
frequency components like frequency centroids. For instance, the 
dominant frequency can be detected first by using second-order 
all-pole analysis. Then, a measure of deviation from “default” 
frequency can be determined by taking the difference of centre 
frequency and the pole frequency sub-band, which can be used 
as frequency modulation based feature. This feature when used 
with MFCC has shown promising results.

2.4 Prosodic Features
Prosody is a major part of the speech perception process and thus, 
it is very important to use prosodic features for enhancement in 
speech processing. Basically, the prosodic features are combined 
with some other acoustic feature for use in speaker recognition 

system  but there are several limitations like, the range of pro-
sodic feature is much wider as compared to that of phonemes and 
hence, the framework handling segmental features cannot handle 
these features. This is why these features are also known as supra-
segmental features and includes, pause duration, pitch, syllable 
stress, speaking rate or tempo, intonation patterns and energy 
distribution.11 Another problem is to determine speaker differ-
ences by processing the prosodic information which can be either 
instantaneous or long term. Moreover, the features may depend 
on the aspects which can be changed intentionally by the speaker. 
The Fundamental frequency (Fo) is generally used prosodic fea-
ture. In the noisy environment, the combination of spectral and 
Fo related features have been most effective and accurate. Besides 
Fo-related features, energy and duration also have better accuracy 
than other prosodic features. As Fo is the most important pro-
sodic feature, it is now discussed in detail. The Fo determination 
is not an easy task. For instance, Fo is generally outside of the 
normal telephone speech passband (0.3-3.4KHz) and thus, it can 
be detected using upper harmonics only. Recent methods for Fo 
estimation include, YIN method and auto-correlation method. 
Fo contains physiological as well as learned information, both of 
which are important for speaker recognition. It can be illustrated 
by means of Fo which can be correlated to the larynx size or the 
pitch variation which can be correlated to the speaking style. In 
two broad categories namely text-dependent and text-independ-
ent speaker recognition, former uses temporal alignment of pitch 
contours and later utilizes the long term Fo statistics like mean 
value. The combination of the mean value and another statistics 
like variance or kurtosis can also be used for speaker modelling. 
But the performance of histograms, support vector machines11 
and latent semantic analysis is better. Further, logarithm of Fo 
results in an improved feature than Fo and this is concluded on 
the basis of several experiments. Mathematically, Fo is not very 
discriminative because of the reason that it is a single-dimension 
feature. Therefore, to enhance the accuracy, the auto-correla-
tion function is used to extract pitch and voice-related features 
which are multidimensional. Also, local and long-term tempo-
ral variations of fundamental frequency, Fo, can be considered 
simultaneously to enhance the accuracy. Local temporal varia-
tions of Fo can be captured by combining the delta feature and 
instantaneous Fo, while for capturing long-term dynamics, Fo 
contour is divided into segments and then represented with the 
help of parameters associated with the individual segment.

2.5 High-level Features
Speakers can also be discriminated on the basis of the type of 
words a speaker generally uses during conversation. Initial 
research in this area was started by Doddington in 2001. An 
idiolect (Specific vocabulary used by a speaker) was used to dis-
criminate the speakers.12 The concept behind using High-level 
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Features for speaker recognition is converting the utterances in 
to a series of tokens and then the occurrence of similar pattern 
of tokens is used to discriminate speakers. These tokens can be 
word12, phonemes, and prosodic variations like rise or fall in 
pitch or energy13, and some articulatory token based on man-
ner and place of articulation. Some of the Gaussian mixture 
component indices can also be used as tokens. More than one 
tokenizers can also be used14 assuming that they can capture the 
complementary aspects of utterances e.g. two or more phone rec-
ognizers trained on different languages can be used or parallel 
GMM tokenizers can also be used out of which every tokenizer 
can be trained with a separate clustered group of speakers. This 
idea was evolved from the promising results of parallel phone 
recognizers in the field of spoken-language recognition. N-gram 
modelling is the basic classifier for these token features. The token 
sequence of utterances can be denoted as {a1, a2, a3,………, ak}, 
where aiϵ V: a definite vocabulary. The joint probability of the n 
successive tokens is estimated to construct N-gram model. For 
example, estimating the probabilities of two consecutive tokens 
ai, ai+1 gives a bigram model (N=2) and estimating the prob-
abilities of three consecutive tokens ai, ai+1, ai+2 gives a trigram 
model (N=3). This can be illustrated with the bigrams of speaker 
recognition as (s,p), (p,e), (e,a), (a,k), (k,e), (e,r), (r,_), (_,r), (r,e), 
(e,c), (c,o), (o,g), (g,n), (n,i) (i,t), (t,i), (i,o), and (o,n). The prob-
ability of each N-gram is ML (Maximum Likelihood) or MAP 
(Maximum a Posteriori) estimate of the N-gram in the training 
corpus which is used along with entropy measures to recognize 
the speaker by assessing similarity between them.

3. Feature Extraction Techniques
Many feature extraction techniques are available now-a-days 
for extracting speaker-specific information out of sound signal. 
Some of them are:

•	 Mel-Frequency Cepstral Coefficients (MFCC)
•	 Gammatone-Frequency Cepstral Coefficients (GFCC)
•	 LPC-based Cepstral parameters

•	 RelAtive spectra filtering coefficients (RASTA) 

3.1 Mel-frequency Cepstral Coefficients (MFCC)
To develop robust speaker recognition system, a mechanism is 
required to not only accurately represent the acoustic signal of 
a given speaker but it also has to be reliable. Fortunately, huge 
amount of research is done in this field of signal acoustics. 
Research has led to a proven method to extract unique char-
acteristics of speakers, the Mel-Frequency Cepstral Coefficients. 
Researches have also shown that humans do not perceive acous-
tic frequency content of speech signal on a linear scale. Thus for 
each frequency, fin Hz, a subjective pitch is measured on a scale 
known as ‘Mel’ scale as given below,

		                        (1)
Where   is the subjective pitch in Mel for a frequency f 

in Hz. This is the basis for computation of MFCC, most gener-
ally used feature set in speech and speaker recognition. MFCC is 
used in numerous researches because it provides robust features 
which lead to high accuracy rate of speaker recognition. MFCC 
has been the most widely used feature due to high recognition 
accuracy, lower complexity and capability to capture major char-
acteristics of speech signal but the performance is largely affected 
by background noise. In this sub-section, this widely used fea-
ture extraction method for Speaker Recognition is described. 
After pre-processing of speech signal, features are extracted in 
the form of mel-frequency cepstral coefficient. MFCC repre-
sents voice signal, on the basis of perception. The features can be 
obtained using Fourier transform or discrete cosine transform 
of speech signal. The main difference is that, in the former, fre-
quency ranges are placed on logarithmic scale called mel-scale 
approximately mimicking auditory system’s response better as 
compared to linearly positioned frequency ranges of FFT\DCT. 
The most important objective of MFCC processor is mimicking 
behavior of human ear. The typical procedure for feature extrac-
tion is shown in figure 3, with the assumption that it has been 
processed digitally and properly quantized.

Figure 3. Feature extraction processing workflow.
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3.2 Gammatone Frequency Cepstral 
Coefficients (GFCC)
Noise robustness is one of the biggest challenges in ASR. One of 
the major disadvantages of MFCC is the sensitivity to additive 
noise. GFCC is a feature based on Gammatone filter-bank. A fre-
quency-time representation of the signal, called as Cochleagram, 
can be obtained from the output of the Gammatone filter-bank. 
To compute the GFCC features a cochleagram is needed; the 
different stages of its computation have similarities with MFCC 
counterpart.

Figure 4. Impulse response of a Gammatone filter. 

The Gammatone filter is devised for simulating the human 
auditory phenomena. A GF with a central frequency, fc, has a 
transfer function as:

                                                    (2)

Where, ϕ is phase which often kept equal to zero and con-
stant a, decides the gain and the value n gives the order of the 
filter which is typically set to a value less than 4. The factor b is 
defined as:

                                                             (3)

3.3 Linear Prediction based Cepstral 
Parameters
The LPC analysis is based on a linear model of speech produc-
tion. The model generally used is an auto regressive moving 
average (ARMA) model, simplified in an auto regressive (AR) 
model.15 The speech production apparatus is usually described 
as a combination of four modules: (1) the glottal source, which 
can be seen as a train of impulses (for voiced sounds) or a white 
noise (for unvoiced sounds) (2) the vocal tract (3) the nasal tract 
and (4) the lips. Each of them can be represented by a filter: a 
low pass filter for the glottal source, an AR filter for the vocal 
tract, an ARMA filter for the nasal tract, and an MA filter for 
the lips. Globally, the speech production apparatus can therefore 
be represented by an ARMA filter. The principle of LPC analy-
sis is to estimate the parameters of an AR filter on a windowed 

(pre-emphasized or not) portion of a speech signal. Then, the 
window is moved and a new estimation is calculated. For each 
window, a set of coefficients (called predictive coefficients or LPC 
coefficients) is estimated and can be used as a parameter vec-
tor. Finally, a spectrum envelope can be estimated for the current 
window from the predictive coefficients. These features are based 
on Linear Prediction which is a spectrum estimation technique 
like DFT having good intuitive interpretation in time as well as 
frequency domain.15 For time domain, linear predictor equation 
can be given as:

                                                              (4)
Where, S[n] is original signal,  is predicted signal 

and  is the predictor coefficient. Residual can be given as 
e[n] = S[n]- S’[n], also known as prediction error. Levinson-

Durbin algorithm is generally used to minimize the residual 

energy and to predict the coefficient . The predictor coeffi-
cients are seldom used as features because Although, LPC based 
cepstral feature are based on formant structure, but it ignores 
several useful detail. Another disadvantage is its incapability to 
capture spectral valleys. Hence, this feature is not so good for 
speaker identification but it is used in several speech recogni-
tion algorithms because of its capability to encode speech at low 
bit-rate and high computation speed but they can be converted 
into features which are less correlated and robust, for example, 
“Linear Predictive Cepstral Coefficient (LPCC)”, “Line Spectral 
Frequencies (LSF)” and “Perceptual Linear Predictive (PLP) coef-
ficient. Some more features are Log Area Ratios (LARs), Partial 
Correlation Cop-efficient (PARCOREs) and Formant Frequency 
and Bandwidth. But these features are not as successful as MFCC 
and GFCC.

3.4 Relative Spectral Analysis Technique 
(RASTA)
RASTA analysis technique is based on the idea that the rate of 
change of the short-term spectrum for linguistic and non-linguis-
tic components in speech is different. This means that spectral 
components of the communication channel vary more quickly or 
more slowly than the spectral components of the speech and they 
could be separated by filtering. The core part of RASTA process-
ing is a band-pass filtering of the spectral parameters trajectories 
by an IIR filter. The convolved (in the time domain) distortions 
in the communication channel can be reduced by using the 
RASTA filtering in the logarithmic domain (spectral or ceps-
tral). The RASTA approach can be combined with the Perceptual 
Linear Prediction method (so called RASTA-PLP approach) or 
can directly be applied to the cepstral trajectories.15 The speech 
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analysis can be made less sensitive to the slowly varying factors 
of speech signal by replacing a critical band short-term spectrum 
in Perceptual Linear Prediction method of speech analysis with 
a spectral estimate obtained by band pass filtering of each fre-
quency channel. This spectral estimate will be less sensitive to 
the slow variation in the short-term spectrum due to the sup-
pression of slow varying components in each frequency channel 
by the above explained process. In RASTA-PLP each frame has to 
undergo following steps:

•	 Computation of the critical-band power spectrum 
•	 Transformation of spectral amplitude by a compression non-

linear transform
•	 Filter out all transformed spectral component
•	 Transformation of output of previous step by expansion of 

static non-linear transform.
•	 Just like conventional PLP, the power law of hearing is stim-

ulated by multiplying with the equal loudness curve and 
increasing the power to 0.33.

•	 Computing the all-pole model of the resulted spectrum

Major difference is suppression of the constant or slow vary-
ing characteristics in all spectral components of short-term 
spectrum before estimation of all-pole model. This technique is 
utilized in noise robust speaker recognition algorithms due to its 
capability to lessen the impact of noise in the speech signal and 
to remove the slow environmental variations.16

4. Conclusion and Future Scope
An efficient speaker recognition system is dependent on robust 
feature extraction from the speech signal. There are different fea-
tures which can be used for recognizing speaker but all features 
have certain advantages and disadvantages according to specific 
applications. Out of several feature extraction techniques like 
LPC, MFCC, GFCC, RASTA-PLP, PLDA, LPCC etc., MFCC and 
GFCC are the generally used feature extraction techniques due to 
their better performance as compared to other feature extraction 
techniques for speaker recognition. As an extension of this work, 
the combination of two or more techniques can be evolved for 

further enhancing the efficiency of speaker recognition systems.
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