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Abstract

Speaker recognition is a stream of biometric authorization which deals with the automatic identification of individual person using 
some inherent characteristics of that individual. The last stage of this system is the classification of feature templates generated 
during the previous stage i.e. feature extraction. This classification stage, also known as feature matching, provides the final deci-
sion about the speaker under observation. Hence, it is most important to use appropriate feature matching technique to get the 
accurate result. There are numerous feature matching techniques which can be used for the purpose. The present work provides 
an analysis of the various feature matching techniques used in the final step of a speaker recognition system. These techniques 
can be categorized in Statistical techniques, Soft-computing techniques and hybrid techniques. Statistical techniques include: 
“Vector Quantization (VQ), Gaussian Mixture Model (GMM), Hidden Markov Model (HMM) etc.”, while Soft-computing techniques 
are “Artificial Neural Network (ANN), Support Vector Machine (SVM) and Fuzzy logic etc.” Hybrid techniques make use of both the 
above said techniques.
Keywords: Artificial Neural Network (ANN), Feature Matching, Speaker Recognition, Gaussian Mixture Model (GMM), 
Support Vector Machine (SVM), Vector Quantization (VQ) 

1.  Introduction
Speech is the most important mean of exchanging information 
among humans. Hence, speech may also be primary mean of 
exchanging information between humans and machines. Speech 
recognition is related to the extraction of the linguistic message 
in the uttered speech while speaker recognition is identifying a 
person who is speaking. Speaker Recognition (SR) is a stream of 
biometric authorization which deals with the automatic identifi-
cation of individual person using some inherent characteristics 
of that individual. The final step of a SR system is the classifi-
cation of unknown and known speaker models generated from 
the information gathered during feature extraction. This clas-
sification stage, also known as feature matching, provides the 

final decision about the speaker under observation. Hence, it is 
most important to use appropriate feature matching technique 
to get the accurate result. There are numerous feature matching 
techniques (Figure 1) which can be used for the purpose. In the 
present paper some important feature matching techniques are 
detailed. Generally used speaker recognition models are code-
book model, artificial neural network model, statistic model, and 
template model1. 

Speaker can be recognized with the help of various tech-
niques. Major categories of these techniques are:
•	 Statistical techniques.
•	 Soft Computing techniques.
•	 Hybrid techniques.
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	 Figure 1.  Feature matching techniques.

In section 2, statistical feature matching techniques are dis-
cussed and section 3 presents soft-computing techniques for the 
task. Section 4 gives hybrid techniques and the paper is con-
cluded in the next section. 

2.  Statistical Techniques
These techniques include ‘HMM’, ‘GMM’, ‘UBM’, ‘VQ’ and many 
more. Some are explained in detail here.

2.1  Vector Quantization
VQ model was proposed for speaker recognition in 1980s2 
and it was originated basically from data compression. VQ is a 
very simple text-independent speaker model. Primarily VQ is 
utilized for ensuring the computation at fast rate and for light-
weight practical implementation3. But competitive accuracy 
can also be achieved by combining VQ with background-
model adaptation. The average quantization distortion can be 
given as: 
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Where X = {x1, x2, ...., xT} and R′  = {r1, r2, ...., rN} are test 
utterance feature vector and reference vectors respectively.  
D (x,r) is the Euclidian distance || ||x rt n− . Smaller is the value 
of DQ higher is the likelihood that X and R′  originates from 
same speaker. Hypothetically, all the training vectors can be 
used as reference vector , but to reduce computational com-
plexity some clustering method is used to reduce number of 
vectors. For instance, K-means method can be used to get a 
reduced set of vectors (codebook). Moreover, optimization of 
codebook size is important than clustering method. Vector 
quantization is basically reduces the size of feature vector by 
mapping vectors of a larger distribution to smaller number of 
areas in the space. Every mapped area is known as a “cluster” 
and may be classified by the center of the area known as “a 
code-word”. These “code-words” for all the clusters is known 
as “Codebook”. 
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Figure 2.  Vector quantization codebook formation.

Figure 2 illustrates a typical speaker identification task. It 
shows merely a two dimensional space representing the acousti-
cal space of single speaker each. Small ‘circles’ of green colour are 
representing “Speaker 1” and red ‘triangles’ are for “Speaker 2”.  
A vector quantized code book is obtained for all the speak-
ers known to the system by utilizing this “clustering algorithm” 
during the “training phase” of the SR system. These generated 
“code-words” known as “centroids” are represented in Figure 
2 by “black circles and black triangles” for respective speaker 1  
and speaker 2. The discrimination of both the speakers can be done 
on the basis of centroid’s locations. The difference in positions of 
a vector and the nearest code-word of “codebook” is known as 
“VQ-distortion”. Then, in the next stage i.e. “recognition phase”, 
speech sample of an unknown speaker is “vector-quantized” uti-
lizing previously trained “codebook” and resulting VQ-distortion 
is calculated. The speaker having lowest distortion is declared as 
recognized speaker of input speech sample.

2.2  Gaussian Mixture Model (GMM)
This method is an extension of vector quantization model having 
overlapped clusters. It means that a feature vector have a non-
zero probability of evolving from individual clusters. GMM has 
become a base method for robust speaker recognition4. A GMM 
is represented by “λ” and it’s “Probability Density Function 
(PDF)” as:
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where K is no. of “Gaussian components”, Pi is “prior prob-
ability” of ith component and,
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is a “d-variate Gaussian density function” having “mean vec-
tor μi”, and “covariance matrix 

i
∑ ”. Also Pi ≥ 0 are constrained 
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. A huge amount of training data is the requirement 

for estimating the parameter of a full covariance GMM and this 
process is also computationally expensive. Thus, the diagonal 
covariance matrices of GMM are generally used to align the 
principle axes of the Gaussian ellipse with the coordinate axes 
as it reduces the computational complexity. To train a GMM, the 
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1 are estimated from a sample  

X = {x1, x2, ………,xT}. Generally ML (Maximum Likelihood) 
estimation is used. The “average log likelihood of X with respect 
to λ” can be given as:
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This value indicates whether the unknown vectors are 
evolved from λ or not. For a given data likelihood may be maxi-
mized utilizing “Expectation Maximization (EM) algorithm”5. 
EM algorithm may be initialized using K-means and only few 
EM iterations are required. Estimation of optimal number of EM 
iterations is very important for a given task. Research has shown 
that separate model for male and female speaker have better per-
formance than a single model for both. The adaptation of the new 
speaker model during the enrolment is carried out with the back-
ground model of the respective gender. 

There are several methods used for adaptation out of which 
most important are “Maximum A Posteriori (MAP)” and 
“Maximum Likelihood Linear Regression (MLLR)”. The adapta-
tion method is selected on the basis of available amount of training 
data. MAP is applied where hundred hours of “training data” is 
used while MLLR is more effective for short utterances of few 
seconds. The matching each frame with others in GMM requires 
intensive computations. In GMM-UBM model, the score (13) is 
calculated fast by determining the top-C (generally C=5) scoring 
Gaussian from UBM for individual test utterance6. 

Additional techniques for fast computation includes Gaussian 
component evaluations, reduced number of vectors, and speaker 
models. In Hidden Markov Model (HMM) phonetic information 
is used for speech recognition but in GMM no such information 
is used explicitly and all “spectral features” of separate phonetic 
classes are combined to form training set for GMM. Due to this 
reason, test feature is phonetically misaligned with Gaussian 
component and it could bias the match score. 

The problem of mismatching of phoneme is elaborated with 
phonetically motivated tree structure and an independent GMM 
for different phonetic classes. For example, P-GMM (phonetic-
GMM) utilizing a “Neural-Network Classifier” for broad phone 
classes from 11 different languages is described in7.

3.  Soft Computing Techniques
These include “Artificial Neural Network (ANN)”, “Genetic 
Algorithm (GA)”, “Support Vector Machine (SVM)” and “Fuzzy 
Systems” etc.

3.1  Artificial Neural Network
It is used in several pattern classifying applications. It has the 
advantage that feature extraction and pattern matching can be 
performed with one artificial network which enables the simul-
taneous optimization of both. It is also very easy to combine 
different subsystems using ANN8. Artificial neural network is 
network of computing “neurons”, and represents “parallel-dis-
tributed processing” structure. ANN is inspired by the bio-logical 
structure of human brain which is made up of the neurons. An 
important property of NN is its capability of approximating an 
arbitrary non-linear function. As “Artificial Intelligence (AI)” 
requires typically higher capability of taking non-linear deci-
sions, NN could be a better choice in AI. ANN contains nodes, 
commonly arranged in different layers, and connections are 
made with the help of “weight elements”, known as synapse. At 
all nodes, “weighted inputs” are “aggregated”, “thresholded”, and 
applied to “activation function” for generating output of a par-
ticular node. This process is illustrated in the Figure 3.

Figure 3.  Operation at a node of NN.

3.2  Support Vector Machine
SVM is probably the most powerful classifier for speaker recog-
nition systems. SVM can increase the accuracy when combined 
with GMM. SVM is a robust discriminative classifier which is 
equally applicable on “spectral”, “prosodic”, and “high-level” fea-
tures. Furthermore, this technique is advantageous due to its 
ability to classify unseen data. It is a binary classifier modelling a 
decision boundary (Separating Hyperplane) between two classes 
as shown in Figure 4. 
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In case of verification, training vector of reference speaker is 
kept in one class and may be labelled as +1 while the training vec-
tors of background (imposter) population are contained in second 
class labelled as “1”. These labelled vectors are used to find a hyper-
plane which maximize the “margin of separation” of both classes. 
Discriminative function of SVM can be defined as9:
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xi (Support vector), αi (weight of xi) and d (bias term) are obtained 
from training data by some optimization process. K (kernel func-
tion) can be given as K(x, xi) = Ø(x)T Ø(xi), where Ø is mapping of 
the input space to high dimensional kernel feature  space.

Figure 4.  Principle of support vector machine9.

3.3  Fuzzy Systems
“Fuzzy Logic (FL)” technique is utilized in image processing for 
“edge detection”, “feature extraction”, “classification”, and “clus-
tering”. FL is capable enough to imitate human brain in effective 
manner based on logical reasoning. Reasoning explores decision 
making in respect of precision and certainty that involves process-
ing costs. The extent to which “imprecision and uncertainty” can 
be tolerated, is explored by considering basic human capability 
for understanding “distorted speech”, “decipher sloppy handwrit-
ing”, “comprehend nuances of natural language”, “summarize text”, 
and “recognize and classify images”. Fuzzy system may be used to 
design an inference system mapping fuzzy if-then-else rules. Fuzzy 
system makes use of linguistic variables matching human thought 
process. Fuzzy system has the capability for modelling of arbitrar-
ily complex non-linear function to certain accuracy. Fuzzy systems 
can model a multi-input, multi-output system. 

Zadeh was the first to introduce this term “Fuzzy Logic” in 
the work “Fuzzy sets,” which explained mathematical aspects of 
“Fuzzy set theory”. But Lukasiewicz was the pioneer in propos-
ing a systemized replacement to the “bi-value logic of Aristotle” 
having choice of only “True or False”. Lukasiewicz’s proposal was 
to add one more value to these two as “possible,” and a numeri-
cal value is assigned along with the two possible values. Then, 
four and five valued logics are also proposed by him. After that, 
it was proposed by him that, in fact, an infinite valued logic can 
possibly be derived. Fuzzy logic can also model the inherently 
imprecise conditions. 

The crisp sets are extended to fuzzy sets. Crisp set allows 
either complete or no memberships, while fuzzy set allows par-
tial memberships too. In crisp sets, whether an element x is a 
member or non-member of set A, it is represented by a mem-
bership function µA(x). If µA(x)=1 then x∈A and µA(x)=0 then 
x∉A . Fuzzy sets introduced “partial membership” in addition. A 
“fuzzy set A” on a universe of discourse U is defined by a char-
acteristic function µA(x) that can take values in between [0,1]. 
Fuzzy set represents common sense linguistic labels like slow, 
fast, small, large, heavy, low, medium, high, tall, etc. A member-
ship function is essentially a curve that defines how each point in 
the input space is mapped to a membership value (or degree of 
membership) between 0 and 110.

4.  Hybrid Techniques
Next generation techniques are hybrid techniques which make 
use of both statistical techniques as well as soft computing tech-
niques to achieve the higher efficiency in speaker recognition. 
These techniques are very much useful in Forensic Speaker 
Recognition because forensic data is generally not a clean 
data and hence robust techniques are required for this kind of  
systems. 

5.  Conclusion and Future Scope
The importance of feature matching techniques in a SR system 
is discussed in the present work. Three categories of these tech-
niques namely, statistical, soft-computing and hybrid techniques 
are detailed in the paper giving an insight of various feature 
matching techniques from each category. Out of the various 
available techniques, “VQ, GMM, SVM, ANN and Fuzzy logic” 
are discussed in detail. Each of the above techniques has their 
respective advantages and disadvantages, but researches have 
shown that ANN and GMM are the best techniques for speaker 
recognition. For future research, the combination of two or more 
of the above mentioned techniques can be utilized to evolve a 
new hybrid technique for increasing the efficiency of the speaker 
recognition system.
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