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View Point

Laxmi Ahuja, Rajbala Simon and Zia Kalra

Introduction
The age of  the internet has transformed how individuals 

share their thoughts, now utilizing platforms such as blogs, 
online forums, review sites, and others. People depend heavily 
on this content created by users. Before making a purchase, 
individuals	frequently	look	up	reviews	of 	the	product	online	
to help them decide. The enormous amount of  user-created 
content is too much for a typical consumer to analyze by 
hand, prompting the use of  sentiment analysis to automate the 
task. There are two main approaches to sentiment analysis: 
symbolic	 methods	 and	 machine	 learning	 techniques.	 The	
symbolic method needs a vast collection of  preset emotions 
and an effective way to recognize emotions. This paper focuses 
on evaluating online content, which is rapidly growing both 
in	quantity	and	variety	as	websites	specialize	in	specific	types	
of  products and accumulate customer reviews from various 
sources. Twitter is a platform where tweets convey reviews, 
but extracting the overall sentiment from these unstructured 
data	(reviews)	can	be	very	time-consuming.

Users	browse	through	these	unstructured	data	on	specific	
websites, forming opinions about products or services, and 
ultimately making informed judgments. These reviews are 
then summarized to gather feedback for various purposes, 
using sentiment analysis to provide valuable insights. 
Sentiment analysis is a process that involves emotions, 
attitudes, or evaluations, considering how a human 
thinks.	Classifying	 sentences	 to	 determine	 their	 positive	 or	
negative	 nature	 is	 challenging,	 requiring	 robust	 modifiers	
to	 summarize	 the	 sentiment.	 Users	 or	 companies	 find	 it	
challenging to categorize these reviews due to the varying 
writing styles they are written in. Sentiment analysis assists 
users in determining whether the feedback on a product is 
positive or negative prior to planning to buy. Marketers and 
businesses utilize this analysis to comprehend how well 
their products or services address the needs of  consumers. 
Two	 primary	 machine	 learning	 techniques	 employed	 for	
sentiment analysis are unsupervised and supervised learning. 
Unsupervised	learning	involves	clustering	without	predefined	
classes, while supervised learning relies on labeled datasets 
for training. Supervised learning provides more accurate 
outputs for decision-making.

This research paper focuses on supervised machine 
learning to enhance sentiment analysis comprehension. The 
analysis of  sentiment involves a detailed examination of  how 
emotions and attitudes towards an event can be reflected 
through opinions and perspectives expressed in natural 
language.	 Recent	 advancements	 indicate	 that	 sentiment	
analysis has achieved significant milestones, moving beyond 
simple positive versus negative classification to encompass a 
wide range of  behaviours and emotions related to different 
communities and topics.

Literature Review
Within the realm of  sentiment analysis, various 

techniques	 have	 been	 employed	 to	 predict	 social	 opinions.	
Gupta	(2022)	introduced	a	hybrid	model	based	on	SVM	and	
KNN	to	enhance	classification	accuracy.	Naiknaware	(2020)	
compared	classifiers	based	on	mean	absolute	error	(MAE)	and	
accuracy. The results suggest similar classifier performance 
with	 only	 marginal	 differences	 in	 MAE.	 Biradar	 (2022)	
developed a machine learning tool to analyze sentiment on 
twitter.	 Chen,	 Lee,	Chen,	M.	Y.	 (2020)	 did	 exploration	 of 	
social media for sentiment analysis using deep learning and 
wrote	about	it	in	Soft	Computing.	Kumar	and	Dogra	(2020)	
wrote about exploring impact of  age and gender on sentiment 
analysis using machine learning in Electronics. Venugopalan 
and	Gupta	 (2015)	 discussed	 sentiment	 analysis	 on	 Twitter	
data in the eighth international conference on contemporary 
computing	(IC3).	Piryani,	R.,	Piryani,	B.,	Singh,	V.	K.,	Pinto	
(2020)	did	a	sentiment	analysis	in	nepali:	exploring	machine	
learning	and	lexicon-based	approaches.	Ayyub,	K.,	Iqbal,	S.,	
Munir,	E.	U.,	Nisar,	M.	W.,	Abbasi,	M.	(2020)	explored	the	
diverse	 features	 for	 sentiment	quantification	using	machine	
learning	 algorithms.	 Rahman,	M.	M.,Islam,	M.	N.	 (2022)	
investigated the effectiveness of  ensemble machine learning 
classifiers	 for	 analyzing	 COVID-19	 tweets	 sentiment	 and	
discussed	it	in	the	Sentimental	Analysis	and	Deep	Learning.

Methodology
To conduct sentiment analysis, the initial step is to 

collect data from the chosen source, like Twitter. This data 
then undergoes several pre-processing steps to make it more 
machine-readable than its original form.     

 
Figure 1: Flowchart of Research Framework



Global Journal of Enterprise Information System

Volume 16  |  Issue 2  |  Apr-June 2024 Online ISSN : 0975-1432 | Print ISSN : 0975-153X50

Sentiment Analysis Unveiled: Comparative Insights into Machine Learning Techniques Optimized by PSO and ACO

Data Collection
The primary objective of  collecting data is to obtain high-

quality	data	that	can	be	easily	analyzed	to	provide	accurate	
and	definitive	answers	 to	 the	questions	being	asked.	Tweet	
collection in this study entails accumulating pertinent tweets 
about a particular area of  interest. The tweets are gathered 
through the Twitter API, acting as a bridge between the user 
and the original website, making it easier to access tweet 
information. Due to the extensive nature of  this process, data 
has been collected from various websites instead of  directly 
from Twitter for research purposes.

Pre-processing
Pre-processing of  the information is a crucial step in 

the data pipeline. It involves syntactical correction of  the 
tweets to ensure they are in a suitable format for analysis. 
Data collected from Twitter is often not directly usable for 
feature extraction, as tweets typically contain content like 
usernames, spaces, special characters, stop words, emoticons, 
abbreviations,	 hashtags,	 timestamps,	 URLs,	 and	 other	
elements that need to be managed. 

Figure 2: Steps of Preprocessing

Feature Extraction
There	 are	 several	 techniques	 available	 for	 extracting	

features from data. The pre-processed dataset contains a 
variety of  properties that need to be considered. Feature 
extraction involves identifying and extracting these properties 
from the processed dataset, regardless of  whether the object 
is in the form of  text, image, or video.

The Vector Space Model, often utilized as a text data 
model, depicts textual information in the form of  vectors. 
Clustering	 is	 a	 process	 that	 divides	 feature	 with	 similar	
properties	 into	small	segments	or	groups.	Term	Frequency-
Inverse	Document	Frequency	(TF-IDF)	is	a	numerical	statistic	
that reflects the importance of  a word in the entire document 
(in	 this	 case,	 tweets).	 It	 is	 a	 highly	 efficient	 approach	used	
in textual content classification and data mining. TF-IDF 
evaluates how often a term appears in the document as a 
whole, leading to the identification of  key words in tweets for 
feature extraction and optimization. 

Figure 3: Steps of Using Vector Space Model

Optimization
This	paper	utilizes	Ant	Colony	Optimization	(ACO)	and	

Particle	 Swarm	 Optimization	 (PSO)	 for	 the	 optimization	
process. This approach falls under combinatorial optimization, 
which involves searching for optimal solutions among a set 
of  possible solutions. 

ACO	and	PSO	are	both	inspired	by	biological	behaviours,	
specifically the behaviour of  ants and swarms. These algorithms 
aim to select the most relevant features from a set of  features, 
effectively reducing the complexity of  the problem. 

ACO,	 for	 example,	 mimics	 the	 behaviour	 of 	 ants	 in	
finding the shortest path to a food source. By iteratively 
laying down pheromones on paths and following paths with 
higher	pheromone	 concentrations,	ACO	 is	 able	 to	 find	 the	
shortest path.

In the same way, PSO imitates the actions of  a group 
of  particles navigating a search area. Every particle changes 
its location according to its personal knowledge and the 
collective knowledge of  the group, resulting in the best 
possible outcome. Overall, these optimization algorithms 
help in reducing the number of  paths explored, ultimately 
identifying the most efficient route to the solution.

Supervised Classifiers
In this study, classification is performed using the Support 
Vector	Machine	(SVM)	and	Naïve	Bayes	Classifier.

Naïve Bayes Classifier - •	 The	Naïve	Bayes	classifier	 is	
one of  the simplest probabilistic models and is known 
for its effectiveness in text classification. It functions 
using Bayes’ theorem and utilizes self-sustaining feature 
gathering.	This	classifier	is	particularly	efficient	for	quick	
text classification tasks.

Figure 4: Formula of Naïve Bayes

Support Vector Machines (SVM) - •	 Support Vector 
Machines	(SVM)	are	a	combination	of 	linear	modelling	
and instance-based learning in a high-dimensional 
space. SVM is particularly useful for problems where 
data cannot be separated by a linear boundary. In such 
cases, SVM uses nonlinear mapping to transform the 
instance space into a higher-dimensional space. 

Figure 5: Support Vector Machines
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The concept of  kernels plays a crucial role in SVM. 
Kernels	 are	 functions	 that	 map	 nonlinear	 data	 to	 another	
space, allowing SVM to effectively separate classes that 
are not linearly separable in the original space. This ability 
to handle nonlinear data makes SVM a powerful tool in 
machine learning.

Figure 6: Formula of Kernel, K for feature map, phi

SVM can be used for classification to find a linear model 
in the following manner:

Figure 7: Equation of Linear Model for SVM

where	x	is	a	vector	of 	input,	w	(weight	vector)	and	b	(bias	
term)	are	parameters	that	can	be	adjusted	for	a	specific	model	
and determined through an experimental approach.

Performance Evaluation
In evaluating the performance of  the classifier, we need 

to measure the accuracy achieved. Accuracy is dependent on 
several	measures,	including	Precision,	Recall,	and	F1	Score.

Figure 8: Confusion Matrix

Precision - •	 Precision is the proportion of  correctly 
classified	instances	of 	a	class	(true	positives)	to	the	total	
instances	 classified	 as	 that	 class	 (true	 positives	+	 false	
positives).

Figure 9: Formula for Precision

Recall - •	 Recall	is	the	ratio	of 	true	positive	instances	to	
the total instances in a class that belong to that class 
(true	positives	+	false	negatives).

Figure 10: Formula for Recall

Accuracy - •	 Accuracy measures the overall correctness 
of  the classifier and is calculated as:

Figure 11: Formula for Accuracy

F1 Score - •	 The F1 Score is the harmonic mean of  
precision and recall, providing a balance between the 
two measures. It is calculated as: 

Figure 12: Formula for F1 Score

These measures help assess the performance of  the 
classifier in terms of  both how many instances are correctly 
classified	 (precision	 and	 recall)	 and	 how	 well	 it	 performs	
overall	(accuracy).

Results
This section presents and analyses the test outcomes 

and assessments for our approach. First, we evaluate the 
outcomes of  various approaches used for analyzing sentiment 
in Twitter data. Next, we explore the impacts of  different 
characteristics. We also talk about the top outcomes achieved, 
which	came	from	the	SVM	and	NB	techniques.	Ultimately,	
we suggest additional research since there is currently ample 
opportunity for enhancement.

Comparison	 between	 NB,	 NB-ACO,	 and	 NB-PSO	
outcomes can be visualized through a bar chart with 
precision, recall, and accuracy on the x-axis and percentage 
on the y-axis.

Figure 13: Comparison of NB, NB-ACO, NB-PSO

A similar kind of  bar graph is made for the SVM 
technique.

View Point
Laxmi Ahuja, Rajbala Simon and Zia Kalra
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Figure 14: Comparison of SVM, SVM-ACO, SVM-PSO

Exploring The Future
While traditional sentiment analysis focuses on classifying 

opinions as positive, negative, or neutral, the future lies in 
capturing the nuances of  human emotion. Additionally, 
domain-specific analysis will gain prominence. Sentiment 
expressed in a product review might differ vastly from that in 
a	movie	review,	requiring	tailored	models	for	each	domain	to	
ensure accurate classification.

Real-time	sentiment	analysis,	particularly	on	social	media	
platforms, will become increasingly crucial. Brands can 
leverage this capability for proactive reputation management 
and efficient crisis communication. Furthermore, the field 
needs	 to	move	towards	explainable	AI	(XAI)	 for	sentiment	
analysis models. 

The Role of PSO and ACO in Future Sentiment Analysis

Machine learning offers a robust framework for sentiment 
analysis. However, incorporating optimization algorithms 
like	PSO	and	ACO	can	significantly	enhance	its	effectiveness.	
Here’s how:

Feature Selection:•	  Text data often contains a plethora of  
features, many of  which may be irrelevant or redundant 
for	 sentiment	 classification.	 PSO	 and	 ACO	 can	 be	
employed to identify the most impactful features, leading 
to more efficient models, and potentially improving 
accuracy.

Hyperparameter Tuning:•	  Machine learning models rely 
on various hyperparameters that significantly influence 
their	performance.	PSO	and	ACO	can	be	used	to	optimize	
these hyperparameters, ensuring the model operates at its 
peak potential for sentiment analysis tasks.

Ensemble Learning:•	 	 Combining	 multiple	 machine	
learning	models	(ensembles)	can	often	yield	better	results	
than	 relying	on	a	 single	model.	PSO	and	ACO	can	be	
instrumental in designing effective ensemble architectures 
specifically tailored for sentiment analysis tasks.

Conclusion
Sentiment analysis is used to identify people’s opinions, 

attitudes, and emotional states, which can be positive or 
negative. Parts of  speech, particularly adjectives, play a crucial 
role in determining sentiment. However, when adjectives and 
adverbs are used together, identifying sentiment and opinion 
becomes more challenging.

This article discusses and assesses different machine 
learning	 techniques	 for	 sentiment	 analysis.	 Through	 this	
process, a considerable amount was learned about tackling 
machine learning problems and conducting data analysis to 
facilitate machine learning.

A crucial factor in text categorization is the nature of  
the text and the expressions found within the dataset. This 
greatly influences the machine learning model’s vocabulary 
and ultimately impacts the total number of  characteristics. 
This	 research	 utilized	 Particle	 Swarm	Optimization	 (PSO)	
and	 Ant	 Colony	 Optimization	 (ACO)	 along	 with	 SVM	
and	 Naïve	 Bayes	 classifiers	 to	 determine	 optimal	 weight.	
The	 results	 showed	 that	Naïve	Bayes	with	PSO	performed	
slightly lower than SVM, achieving an accuracy of  77.30%. 
Naïve	Bayes	improves	its	overall	performance	by	iteratively	
adjusting the threshold when there are varying weights for 
different keywords.

To further improve accuracy, considering emoticons for 
categorizing input data could be beneficial. Additionally, 
incorporating	 another	 optimization	 technique	 alongside	
the classifiers could enhance performance. For future work, 
expanding the experiment to include different datasets and 
languages could lead to more representative inputs and better 
generalizable results.  Sentiment Analysis and Machine 
Learning	Methods.
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 Disclaimer 
All	views	expressed	in	this	paper	are	my/our	own.	Some	of 	the	content	is	taken	from	open-source	websites	&	some	are	copyright	free	for	the	
purpose of  disseminating knowledge. Those some we/I had mentioned above in the references section and acknowledged/cited as when and 
where	required.	The	author/s	have	cited	their	joint	own	work	mostly,	and	tables/data	from	other	referenced	sources	in	this	particular	paper	
with	the	narrative	&	endorsement	have	been	presented	within	quotes	and	reference	at	the	bottom	of 	the	article	accordingly	&	appropriately.	
Finally, some of  the contents are taken or overlapped from open-source websites for knowledge purposes. Those some of  i/we had mentioned 
above in the references section. On the other hand, opinions expressed in this paper are those of  the author and do not reflect the views of  the 
GJEIS. The authors have made every effort to ensure that the information in this paper is correct, any remaining errors and deficiencies are 
solely their responsibility.
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 Editorial   
 Excerpt    

The article has been consistently 10% of  plagiarism which is the accepted percentage as per the norms and standards of  the journal for publication. 
As per the editorial board’s observations and blind reviewers’ remarks the paper had some minor revisions which were communicated on a 
timely	basis	to	the	author	(Lakshmi,	Rajbala	&	Zia),	and	accordingly,	all	 the	corrections	had	been	incorporated	as	and	when	directed	and	
required	to	do	so.	The	comments	related	to	this	manuscript	are	noticeably	related	to	the	theme	“Sentiment Analysis Unveiled: Comparative 
Insights into Machine Learning Techniques Optimized by PSO and ACO” both subject wise and research wise .This manuscripts provides 
an engaging and methodologically sound  contribution to the field of  sentiment analysis. It presents a thoughtful comparison of  optimization 
techniques	 (PSO	and	ACO)	and	 their	 application	 to	popular	 classifiers,	making	 it	 a	potentially	valuable	 resource	 for	 scholars	 in	machine	
learning and sentiment analysis. Overall, the paper presents a strong foundation, and with further refinements in methodology and practical 
insights, it will make a significant contribution to the field. After comprehensive reviews and the editorial board’s remarks, the manuscript has 
been	categorized	and	decided	to	publish	under	the	“View Point” category..

(c) GJEIS 2024

Reviewers 
Memorandum

Reviewer’s Comment 1: The paper presents a well-structured 
exploration	of 	sentiment	analysis	using	machine	learning	techniques	
optimized	by	Particle	Swarm	Optimization	(PSO)	and	Ant	Colony	
Optimization	(ACO).	The	incorporation	of 	multiple	classifiers,	such	
as Naive Bayes and SVM, and their performance comparison through 
metrics like accuracy, precision, recall, and F1 score adds depth to 
the	research.While	the	optimization	techniques	(ACO	and	PSO)	are	
introduced and explained, more detail on their implementation would 
benefit readers, especially in terms of  how parameters were selected 
and	tuned	for	each	technique.	Including	mathematical	formulations	
or pseudocode would help enhance clarity for those less familiar with 
these algorithms.

Reviewer’s Comment 2: The use of  advanced optimization 
techniques,	PSO	and	ACO,	in	sentiment	analysis	is	commendable	
and innovative. The study provides a solid comparison between the 
performance	of 	classifiers	(SVM	and	Naive	Bayes)	using	different	
optimization approaches, which adds value to the research.The paper 
provides a comparative analysis of  the different approaches, but more 
context	on	why	PSO	and	ACO	outperform	other	methods	could	be	
beneficial. Furthermore, the inclusion of  statistical significance testing 
(e.g.,	t-tests	or	ANOVA)	to	demonstrate	the	validity	of 	differences	in	
performance metrics would strengthen the claims.

Reviewer’s Comment 3: The paper provides an insightful analysis 
of  sentiment analysis on Twitter data, and the decision to use both 
unsupervised and supervised learning approaches ensures a well-
rounded exploration of  the domain. The paper’s explanation of  key 
concepts, such as TF-IDF and Vector Space Models, contributes to the 
reader’s understanding. The section on future directions is well thought 
out, especially the focus on real-time sentiment analysis and domain-
specific models. However, elaborating on how these suggestions could 
be implemented and what challenges might arise would improve this 
section.	Additionally,	discussing	how	PSO	and	ACO	could	be	adapted	
for different datasets or domains would provide more concrete paths 
for future research.
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