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  ABSTRACT  

   

Data mining is a computerized technology that 
uses complicated algorithms to find relationships 
and trends in large data bases, real or perceived, 
previously unknown to the retailer, to promote 
decision support.., data mining is touted to be one 
of the widespread recognition of the potential for 
analysis of past transaction data to improve the 
quality of future business decisions. The purpose of 
this paper is to critique data mining technology in 
comparison with more familiar data mining 
algorithm in well known tool Weka  for strategic 
decision making by small to medium size retailers. 
The context for this study includes current and 
future industry applications and practices for 
research performed in data mining applications 
within the retail sector. 
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INTRODUCTIONINTRODUCTIONINTRODUCTIONINTRODUCTION    

As the data sizes accumulated from various fields 
are exponentially increasing, data mining techniques 
that extract information from huge amount of data 
have become popular in commercial and scientific 
domains, including marketing, customer relationship 
management. During the evaluation, the input 
datasets and the number of clusterer used are 
varied to measure the performance of Data Mining 
algorithm. I present the results based on 
characteristics such as scalability, accuracy to 
identify their characteristics in a world famous Data 
Mining tool-WEKA. 

RELATED WORKRELATED WORKRELATED WORKRELATED WORK    
I studied various journals and articles regarding 
performance evaluation of Data Mining algorithms 
on various different tools, some of them are 
described here, Ying Liu et all worked on 
Classification algorithms while Osama abu abbas 
worked on clustering algorithm, and Abdullah 
compared various classifiers with different types of 
data set on WEKA, I presented their result as well as 
about tool and data set which are used in performing 
evaluation. 
 
Ying Liu,wei-keng Liao et all  in his article 
“performance evaluation and characterization of 
scalable data mining algorithms by Ying Liu, 
Jayaprakash, Wei-keng, Alok chaudhary” 
investigated data mining applications to identify their 
characteristics in a sequential as well as  parallel 
execution environment .They first establish Mine 
bench, a benchmarking suite containing data mining 
applications.  
 
The selection principle is to include categories & 
applications that are commonly used in industry and 
are likely to be used in the future, thereby achieving 
a realistic representation of the existing applications. 
Minebench can be used by both programmers & 
processor designers for efficient system design. 
They  conduct their evaluation on an Intel IA-32 
multiprocessor platform, which consist of an Intel 
Xeon 8-way shared memory parallel(SMP) machine 
running Linux OS, a 4 GB shared memory & 1024 
KB L2 cache for each processor. Each processor 
has 16 KB non-blocking integrated L1 instructions 
and data caches. The number of processors is 
varied to study the scalability. 
 
In all the experiments, they use VTune performance 
analyzer for profiling the functions within their 
applications, & for measuring their breakdown 

execution times. VTune counter monitor provides a 
wide assortment of metrics. They look at different 
characteristics of the applications: execution time,  
fraction of time spent in the OS space, 
communication/synchronization complexity , & I/O 
complexity. The Data comprising 250,000 records. 
This notion denotes the dataset contains 2,00,000 
transactions,the average transaction size is 20, and 
the average size of the maximal potentially large 
itemset is 6. The number of items is 1000 and the 
number of maximal potentially large itemset is 2000. 
The algorithms for comparison are ScalParc, 
Bayesian, K-means, Fuzzy K-means, 
BIRCH,HOP,Apriori, & ECLAT. 
 

 
 
Fig 1:  OS overheads of Mine Bench applications 
as a percentage of the total execution time. 
 

 
Fig 2: Percentage of I/O time with respect to the 

overall execution times. 
 
 
 
Osama Abu Abbas in his article “comparison 
between data clustering algorithms by Osama Abu 
Abbas” compared four different clustering algorithms 
(K-means, hierarchical, SOM, EM) according to the 
size of the dataset, number of the clusters ,type of 
S/W. The general reasons for selecting these 4 
algorithms are: 
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o Popularity 
o Flexibility 
o Applicability 
o Handling High dimensionality 

Osama tested all the algorithms in LNKnet  S/W- it is 
public domain S/W made available from MIT Lincoln 
lab www.li.mit.edu/ist/lnknet. 
 
For analyzing data from different data set, located at 
 www.rana.lbl.gov/Eisensoftware.htm 
 
The dataset that is used to test the clustering 
algorithms and compare among them is obtained 
from the site www.kdnuggets.com/dataset .This 
dataset is stored in an ASCII file 600 rows,60 
columns with a single chart per line 
 

1-100 normal 

101-200 cyclic 

201-300 increasing trend 

301-400 decreasing trend 

401-500 upward shift 

501-600 downward shift 

    

No. of 

cluster  

(K) 

Performance 

 SOM K-

means 

EM HCA 

18 

16 

32 

64 

59 

67 

78 

85 

63 

71 

84 

89 

62 

69 

84 

89 

65 

74 

87 

92 

Fig 3 : Relationship between number of clusters and the 

performance of algorithm 

 

 

 

K=32 

Data 
type 

SOM K-means EM HCA 

Random 830 910 898 850 
Ideal 798 810 808 829 

Fig 4 : The affect of  data type on algorithm 

 
T. velmurgun in his research paper “performance 
evaluation of K-means & Fuzzy C-means clustering 
algorithm for statistical distribution of input data 
points”  studied the performance of K-means &  
Fuzzy C-means algorithms. These two algorithm are 
implemented and the performance is analyzed 
based on their clustering result quality.  The 
behavior of both the algorithms depended on the 
number of data points as well as on the number of 
clusters. The input data points are generated  by two 
ways, one by using normal distribution and another 
by applying uniform distribution (by Box-muller 
formula). The performance of the algorithm was 
investigated during different execution of the 
program on the input data points. The execution 
time for each algorithm was also analyzed and the 
results were compared with one another, both 
unsupervised clustering methods were examined to 
analyze based on the distance between the various 
input data points. The clusters were formed 
according to the distance between data points and 
clusters centers were formed for each cluster. 
The implementation plan would be in two parts, one 
in normal distribution and other in uniform 
distribution of input data points. The data points in 
each cluster were displayed by different colors and 
the execution time was calculated in milliseconds. 
Velmurugan and Santhanam chose 10 (k=10) 
clusters and 500 data points for experiment. The 
algorithm was repeated 500 times (for one data 
point one iteration) to get efficient output. The cluster 
centers (centroid) were calculated for each clusters 
by its mean value and clusters were formed 
depending upon the distance between data points 
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Fig 5  : Clusters on 500 data points 

 
Jayaprakash et all in their paper “performance 
characterization of Data Mining applications using 
Minebench” presented a set of representative data 
mining  applications call Minebench. They evaluated 
the Minebench application on an 8 way shared 

memory machine and analyze some important 
performance characteristics. Minebench 
encompasses many algorithms commonly formed in 
data mining. They analyzed the architectural 
properties of these applications to investigate the 
performance bottleneck associated with them. 
For performance characterization, they chose an 
Intel IA-32 multiprocessor platform, Intel Xeon 8-way 
shared memory parallel (SMP) machine running Red 
Hat advanced server 2.1. The system had 4 GB of 
shared memory. Each processor had a 16 KB non-
blocking integrated L1 cache and a 1024 KB L2 
cache. For evaluation they used VTune performance 
analyzer. Each application was compiled with 
version 7.1 of the Intel C++ compiler for Linux. 
 
The data used in experiment were either real-world 
data obtained from various fields or widely accepted 
synthetic data generated using existing tools that are 
used in scientific and statistical simulations. During 
evaluation, multiple data sizes were used to 
investigate the characteristics of the Minebench 
applications, For non-bioinformatics applications, the 
input datasets were classified in to 3 different sizes: 
small, medium, & large. IBM Quest data generator, 
ENZO,  & real image database by corel corporation. 
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Reference Goal Database/Data 

description 

Data size 

used 

Preprocessing Data 

Mining 

algorithm 

Software 

Abullah H. wabheh et 
all. 

(IJACSA) 

Comparative study 
between a number 
og free available 
data mining tools 

UCI repository 100 to 
20,000 
instances 

Data integration NB,OneR,C4
.5,SVM,KNN
,ZeroR 

Weka,KNI
ME,Orange
,TANAGRA 

Ying Liu et all To investigate data 
mining applications 
to identify their 
characteristic in a 
sequential as well 
as parallel 
execution 
environment 

IBM Quest data 
generator,ENZO 

250,000 
records,2,0
00,000 
transaction
s 

 HOP,K-
means,BIRC
H,ScalParc,
Bayesian,Ap
riori,Eclat 

V Tune 
Performanc
e analyzer 

P.T. Kavitha et all 

(IJCSE) 

To develop efficient 
ARM on DDM 
framework 

Transaction data by 
Point-of-Sale(PoS) 
system 

  Apriori,Aprior
iTID,AprioriH
yprid,FP 
growth 

Java 

T.velmurugan & 
T.Santhanam 

(EJOSR) 

To analyze K-
means & Fuzzy C-
means clustering 
result quality by 
Box-muller formula 

Normal & uniform 
distribution of data 
points 

500 to 1000 
data points 

 K-means, 
Fuzzy C-
means 

Applet 
Viewer 

Jayaprakash et all To evaluate 
MineBench 
applications on an 
8-way shared 
memory machine 

IBM Quest data 
generator,ENZO , 
Synthetic data set 

Dense 
database, 
1000k to 
8000k 
transcation
s,73MB real 
data set 

Data cleaning Scalparc,K-
means,HOP,
Apriori,Utility,
SNP,Genene
t,SEMPHY,R
esearch,SV
M,PLSA 

V tune 
performanc
e analyzer 

Pramod S. & 
O.P.vyas 

To assess the 
changing behavior 
of customers 
through ARM 

Frequent Itemset 
Mining(FIM) data 
set repository 

Sorted & 
unsorted 
transaction 
set 

Data cleaning CARMA,DS
CA,estDec 

java 

Osama abu Abbas To compare 4 
clustering algorithm 

www.kdnuggets.co
m 

ASCII file 
600 rows 
60 columns 

 K-
means,hierar
chical,SOM,
EM 

LNKnet 
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Table 1 : Summary of selected references with 

goals 
As the number of available tools continues to grow, 
the choice of one special tool becomes  increasingly 
difficult for each potential user. This decision making 
process can be supported by performance 
evaluation of various clusterers used in open source 
data mining tool –Weka. 
 

ANAANAANAANALYSIS OF DATA MINING ALGORITHMLYSIS OF DATA MINING ALGORITHMLYSIS OF DATA MINING ALGORITHMLYSIS OF DATA MINING ALGORITHM    

    
Clustering Program 
 
Clustering is the process of discovering the groups 
of similar objects from a database to characterize 
the underlying data distribution. K-means is a 
partition based method and arguably the most 
commonly used clustering technique. K-means 
clusterer assigns each object to  its nearest cluster 
center based on some similarity function. Once the 
assignment are completed , new centers are found 
by the mean of  all the objects in each cluster. 
 
BIRCH is a hierarchical clustering method that 
employs a hierarchical tree to represent the 
closeness of data objects. BIRCH first scans the 
database to build a clustering-feature tree to 
summarize the cluster representation. Density based 
methods grow clusters according to some other 
density function. DBscan  , originally proposed in 
astrophysics is a typical density based clustering 
method. 
 
After assigning an estimation of its density for each 
particle with its densest neighbors, the assignment 
process continues until the densest neighbor of a 
particle is itself. All particles reaching this state are 
clustered as a group. 
 

EVALUATION STRATEGY/METHODOLOGYEVALUATION STRATEGY/METHODOLOGYEVALUATION STRATEGY/METHODOLOGYEVALUATION STRATEGY/METHODOLOGY    
H/W tools 

I conduct my evaluation on Pentium 4 Processor 
platform which consist of   512 MB   memory, 
Linux  enterprise server operating system, a  
40GB memory, &  1024kbL1 cache. 

 
S/W tool 

In all the experiments, I used Weka 3-6-6, I 
looked at different characteristics of the 
applications-using classifiers to measure the 
accuracy in different data sets, using clusterer to 

generate number of clusters, time taken to build 
models etc. 
Weka toolkit is a widely used toolkit for machine 
learning and data mining that was originally 
developed at the university of Waikato in New 
Zealand . It contains large collection of state-of-
the-art machine learning and data mining 
algorithms written in Java. Weka contains tools 
for regression, classification, clustering, 
association rules, visualization, and data 
processing. 

 
 
 

Input data sets 
 

Input data is an integral part of data mining 
applications. The data used in my experiment is 
either real-world data obtained from UCI data 
repository and widely accepted dataset available in 
Weka toolkit, during evaluation multiple data sizes 
were used, each dataset is described by the data 
type being used, the types of attributes, the number 
of instances stored within the dataset, also the table  
demonstrates that all the selected data sets are 
used for the classification and clustering task. These 
datasets were chosen because they have different 
characteristics and have addressed different areas. 
 
Zoo dataset and Letter image recognition dataset 
are in csv format whereas labor ,and Supermarket 
dataset are in arff format. Zoo, Letter, & Labor 
dataset have 17 number of attributes while 
Supermarket dataset has 200 attributes. Zoo dataset 
encompasses 101 instances, Letter image contains 
20000 instances but I taken just 174 instances. 
Labor comprises 57 instances, & Supermarket has 
4627 instances. All datasets are categorical and 
integer with multivariate characteristics. 

 
Experimental result and Discussion 

To evaluate the selected tool using the given 
datasets, several experiments are conducted. 
For evaluation purpose, two test modes are 
used, the Full training set & percentage 
split(holdout method) mode. The training set 
refers to a widely used experimental testing 
procedure where the database is randomly 
divided in to k disjoint blocks of objects, then the 
data mining algorithm is trained using k-1 blocks 
and the remaining block is used to test the 
performance of the algorithm, this process is 
repeated k times. At the end, the recorded 
measures are averaged. It is common to choose 
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k=10 or any other size depending mainly on the 
size of the original dataset. 
 
In percentage split (holdout method) ,the 
database is randomly split in to two disjoint 
datasets. The first set, which the data mining 
system tries to extract knowledge from called 
training set. The extracted knowledge may be 
tested against the second set which is called 
test set, it is common to randomly split a data 
set under the mining task in to 2 parts. It is 
common to have 66% of the objects of the 
original database as a training set and the rest 
of objects as a test set. Once the tests is carried 
out using the selected datasets, then using the 
available classification and test modes ,results 
are collected and an overall comparison is 
conducted. 

 
Performance Measures 
For each characteristic, I analyzed how the results 
vary whenever test mode is changed. My measure 
of interest includes the analysis of clusterers on 
different datasets, the results are described in  value 
number of cluster generated, clustered instances, 
time taken to build the model, and unclustered 
instances. after applying the cross-validation or 
holdout method. 
For performance issues, There are 3 other datasets 
which I used for measurement they are Letter image 
recognition, labor, & Supermarket dataset. The 
details of applied classifiers on those datasets are 
as following: 
 

Dataset: Letter image recognition 

Classifier:  Lazy-IBK,KStar, Tree-Decision stump, 
REP,       Function-  Linear regression,  Rule-ZeroR 

Dataset: Labor 

Classifier: Lazy-IBK,KStar, Tree-Decision stump, 
REP, Function- Linear regression,  Rule-ZeroR, 
Bayesian-Naïve Bayes 

Dataset: Supermarket 

Classifier: Lazy-IBK,KStar, Tree-Decision stump, 
CART, Function- SMO,  Rule-ZeroR, OneR, 
Bayesion-Naïve Bayes. 

 
The details of clusterer with different dataset are as 
following 
 

• Dataset: Zoo 

• Clusterer: DBscan, EM, Hierarchical, K-

means 

• Dataset: Letter image recognition 

• Clusterer: DBscan, EM, Hierarchical, K-
means 

• Dataset: Labor: Clusterer: DBscan, 
EM, Hierarchical, K-means 

• Dataset: Supermarket: Clusterer: 
DBscan, EM,, K-means 

 
Clustering in Weka:- 

  
Fig 6 : Clustering window 

 
• Selecting a Cluster: By now you will be familiar 

with the process of selecting and configuring 
objects. Clicking on the clustering scheme listed 
in the Clusterer box at the top of the window 
brings up a Generic Object Editor dialog with 
which to choose a new clustering scheme 
 

• Cluster Modes: The Cluster mode box is used 
to choose what to cluster and how to evaluate  
the results. The first three options are the same 
as for classification: Use train- ing set, Supplied 
test set and Percentage split except that now the 
data is assigned to clusters instead of trying to 
predict a specific class. The fourth mode, 
Classes to clusters evaluation, compares how 
well the chosen clusters match up with a pre-
assigned class in the data. The drop-down box 
below this option selects the class, just as in the 
Classify pane 

 
 

• Ignoring Attributes: Often, some attributes in 
the data should be ignored when clustering. The 
Ignore attributes button brings up a small 
window that allows you to select which attributes 
are ignored. Clicking on an attribute in the 
window highlights it, holding down the SHIFT 
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key selects a range of consecutive attributes, 
and holding down CTRL toggles individual 
attributes on and off. To cancel the selection, 
back out with the Cancel button. To activate it, 
click the Select button.  

 

Working with Filters 

The Filtered  meta-clusterer offers the user the 
possibility to apply filters directly before the 
clusterer is learned. This approach eliminates 
the manual application of a filter in the 
Preprocess panel, since the data gets 
processed on the fly. Useful if one needs to try 
out different filter setups. 
 

 Learning Clusters 

The Cluster section, like the Classify section, 
has Start/Stop buttons, a result text area and 
a result list. These all behave just like their 
classification counterparts. Right-clicking an 
entry in the result list brings up a similar menu, 
except that it shows only two visualization 
options: Visualize cluster assignments and 
Visualize tree.  

DETAILS OF DATA SETDETAILS OF DATA SETDETAILS OF DATA SETDETAILS OF DATA SET    

I used 4 data set for evaluation with clustering  in 
WEKA ,Two of them from UCI Data repository that 
are Zoo data set and Letter image recognition, rest 
two labor data set and supermarket data set is 
inbuilt in WEKA 3-6-6 .Zoo data set and letter image 
recognition are in csv file format ,and labor and 
supermarket data set are in arff file format. 
Detail of data set used in evaluation:-- 

Table 2 : Detail of data set 

ZOO DATA SETZOO DATA SETZOO DATA SETZOO DATA SET    

 

Fig 7 : Zoo data set (UCI repository. ) 
.  Title: Zoo database 
.  Source Information 

     -- Creator: Richard Forsyth 
    -- Donor: Richard S. Forsyth  
            8 Grosvenor Avenue 
           Mapperley Park 
           Nottingham NG3 5DX 
           0602-621676 
     -- Date: 5/15/1990 

    

Relevant Information: 

 -- A simple database containing 17 Boolean-valued 

attributes.  The "type” attribute appears to be the 

class attribute.  Here is a breakdown of which 

animals are in which type: (I find it unusual that there 

are 2 instances of "frog" and one of "girl"!) Class# 

Set of animals 

 1 (41) aardvark, antelope, bear, boar, buffalo, calf, 

cavy, cheetah, deer, dolphin, elephant,  fruitbat, 

giraffe, girl, goat, gorilla, hamster, hare, leopard, 

lion, lynx, mink, mole, mongoose, opossum, oryx, 

platypus, polecat, pony, porpoise, puma, pussycat, 

raccoon, reindeer,  seal, sealion, squirrel, vampire, 

vole, wallaby, wolf   

Name of 
Data set 

Type of 
file 

Numb
er of 
attrib
utes 

Numb
er of 
instan
ces 

Attribute 
characteristi
cs 

Dataset 
characte
ristics 

Miss
ing 
valu
e 

Zoo CSV(com
ma 
separated 
value) 

17 101 Categorical,Int
eger 

Multivaria
te No 

Letter 
Image 
Recognit
ion 

CSV(com
ma 
separated 
value) 

17 174/2
0000 

Categorical,Int
eger 

Multivaria
te No 

Labor ARFF(Attr
ibute 
Relation 
File 
Format) 

17 57 Categorical,Int
eger 

Multivaria
te No 

Superma
rket 

ARFF(Attr
ibute 
Relation 
File 
Format) 

217 4627 Categorical,Int
eger 

Multivaria
te No 
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2 (20) chicken, crow, dove, duck, flamingo, gull, 

hawk, kiwi, lark, ostrich, parakeet, penguin, 

pheasant,  rhea, skimmer, skua, sparrow, swan, 

vulture, wren   

3 (5)  pitviper, seasnake, slowworm, tortoise, tuatara  

4 (13) bass, carp, catfish, chub, dogfish, haddock, 

herring, pike, piranha, seahorse, sole, stingray, tuna 

5 (4)  frog, frog, newt, toad  

6 (8)  flea, gnat, honeybee, housefly, ladybird, moth, 

termite, wasp                   

7 (10) clam, crab, crayfish, lobster, octopus, 

scorpion, seawasp, slug, starfish, worm 

   Number of Instances: 101 

  Number of Attributes: 18 (animal name, 15 

Boolean attributes, 2 numerics) 

  Attribute Information: (name of attribute and 

type of value domain) 

o Animal name:      Unique for each instance 

o hair  Boolean 

o feathers  Boolean 

o eggs  Boolean 

o milk  Boolean 

o airborne  Boolean 

o aquatic  Boolean 

o predator  Boolean 

o toothed  Boolean 

o backbone  Boolean 

o breathes  Boolean 

o venomous  Boolean 

o fins   Boolean 

o legs   Numeric (set of values:  

o tail   Boolean 

o domestic  Boolean 

o catsize  Boolean 

o type    

numeric (integer values in range [1,7]) 

 

 

 

8. Missing Attribute Values: None 

9. Class Distribution: Given above 

  Letter image recognition data set :- 

 

Fig 8: Letter image recognition data set 

  Title: Letter Image Recognition Data  
  Source Information 
  -- Creator: David J. Slate 
       -- Odesta Corporation; 1890 Maple 
Ave; Suite 115; Evanston, IL 60201 
     -- Donor: David J. Slate 
(dave@math.nwu.edu) (708) 491-3867    
     -- Date: January, 1991 
 
 Past Usage:  "Letter Recognition Using 
Holland-style Adaptive Classifiers". 

The research for this article investigated the ability of 

several variations of Holland-style adaptive classifier 

systems to learn to correctly guess the letter 

categories associated with vectors of  16 integer 

attributes extracted from raster scan images of the 

letters. The best accuracy obtained was a little over 

80%.  It would be interesting to see how well other 

methods do with the same data. 
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RELEVANT INFORMATIONRELEVANT INFORMATIONRELEVANT INFORMATIONRELEVANT INFORMATION 

The objective is to identify each of a large number of 

black-and-white    rectangular pixel displays as one 

of the 26 capital letters in the English    alphabet.  

The character images were based on 20 different 

fonts and each    letter within these 20 fonts was 

randomly distorted to produce a file of 20,000 unique 

stimuli.  Each stimulus was converted into 16 

primitive numerical attributes (statistical moments 

and edge counts) which were then scaled to fit into a 

range of integer values from 0 through 15.  We 

typically train on the first 16000 items and then use 

the resulting model to predict the letter category for 

the remaining 4000.  See the article cited above for 

more details. 

 
 Number of Instances: 20000 
  Number of Attributes: 17 (Letter category 
and 16 numeric features) 
  Attribute Information: 
o lettr capital letter       (26 values from A to Z) 
o x-box horizontal position of box  (integer) 
o y-box vertical position of box  (integer) 

o width width of box   (integer) 
o high  height of box   (integer) 
o onpix total # on pixels  (integer) 
o x-bar mean x of on pixels in box  (integer) 
o x2bar mean x variance  (integer) 
o y2bar mean y variance  (integer) 
o xybar mean x y correlation  (integer) 
o x2ybr mean of x * x * y  (integer) 
o xy2br mean of x * y * y  (integer) 
o x-ege mean edge count left to right (integer) 
o xegvy correlation of x-ege with y (integer) 
o y-ege mean edge count bottom to top (integer) 
o  yegvx correlation of y-ege with x (integer) 
o y-bar mean y of on pixels in box  (integer) 

Missing Attribute Values: None 
Class Distribution: 
 789 A  766 B      736 C        805 D  768 E    
775 F      773 G  734 H  755 I         747 J     
739 K  761 L 792 M      783 N       753 O  
803 P      783 Q        758 R  748 S  796 T        
813 U      764 V  752 W     787 X        786 Y  
734 Z 
 
Evaluation of Clusterer on various data set:  
 
Evaluation of Clusterer on Zoo data set:- 
 
 
Table 3 : Evaluation of clusterer on Zoo data set with Full training 
data test mode 
 
Clusteri

ng 
Algorith

m 

No. of 
Instan

ces 

Test 
mode 

No. of 
cluster 
generat

ed 

Cluster
ed 

instanc
es 

Time 
taken to 
build the 

model 

Unclust
ered 

instance
s 

DBscan 108 Percenat
ge split 

0 0 0.02 
second 

37 

EM 108 Percenat
ge split 

5(5,5,10
,12,5) 

5(14%,
27%,1
4%,14
%,32%

) 

1.58 
second 

0 

Hierarch
ical 

108 Percenat
ge split 

2(0,37) 2(100
%) 

0.01 
second 

0 

k-means 108 Percenat
ge split 

2(8,29) 2(22%,
78%) 

0 second 0 

 
 Table 4  : Evaluation of clusterer on Zoo data set with 
 percentage split test mode 
 
 
 
7.2 Evaluation of Clusterer on Letter Image Recognition data set:- 
Clustering 
Algorithm 

No. of 
Instan

ces 

Test 
mod

e 

No. of 
cluster 
generat

ed 

Clustered 
instances 

Time 
taken 

to 
build 
the 

model 

Uncl
ustered 
instances 

Clusteri
ng 

Algorith
m 

No. of 
Insta
nces 

Tes
t 

mo
de 

No. of 
cluster 

generate
d 

Clustered 
instances 

Time taken 
to build the 

model 

Unclus
tered 

DBscan 108 Full 
trai
nin
g 
dat
a 

1 6(100%) 0.04 
second 

102 

EM 108 Full 
trai
nin
g 
dat
a 

6(8,12,1
3,22, 

20,33) 

6(7%,11
%,13%,1
2%,20%, 
19%,31%

) 

3.54 
second 

0 

Hierarc
hical 

108 Full 
trai
nin
g 
dat
a 

1 108(100
%) 

0.03 
second 

0 

k-
means 

108 Full 
trai
nin
g 
dat
a 

2(40,68) 2(37%,63
%) 

0.01 
second 

0 
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DBscan 
 

174 
 

Full 
traini
ng 
data 

1 
 

6(100%) 
 

0.09 
secon

d 

168 
 

EM 
 

174 
 

Full 
traini
ng 
data 

6(56,
25, 
6,28,40,
19) 

6(32%,1
4%, 

3%,16%,23
%,11%) 

10.92 
secon

d 

0 

Hierarchi
cal 

174 Full 
traini
ng 
data 

1 1(100%) 0.06 
secon

d 

0 

k-means 
 

174 
 

Ful
l 
traini
ng 
data 
 

2(69,
105) 
 

2(40%,6
0%) 

 

0.1 
secon

d 
 

0 
 

Table 5  : Evaluation of clusterer on Letter image recognition with 
Full training data test mode 
 
 
 
 
Clustering 
Algorithm 

No. of 
Instan

ces 

Test 
mode 

No. of 
cluster 
genera

ted 

Clustered 
instances 

Time 
taken 

to 
build 
the 

model 

Unclu
stered 
instances 

DBscan 
 

174 
 

Perce
natge 
split 
 

0 
 

0 
 

0.04 
second 

 

60 
 

EM 
 

174 
 

Perce
natge 
split 

4(3,2
3,15,19
) 
 

4(5%,38%,
25%,32%) 

 

3.91 
second 

 

0 

Hierarchi
cal 

174 Perce
natge 
split 

1(60) 1(100%) 0.02 
second 

 

0 

k-means 
 

174 
 

Per
cenat
ge 
split 
 

2(40,
20) 

 
 

2(67%,33
%) 

 

0 .01 
seco

nd 
 

 

0 
 

Table 6: Evaluation of clusterer on Letter image 
recognition with percentage split test mode 
 
 
 
 
 
 
7.3 Evaluation of Clusterer on Labor data set:- 
 

Clusterin
g 

Algorithm 

No. of 
Instan

ces 

Test 
mod

e 

No. of 
cluste

r 
gener
ated 

Clustered 
instances 

Time 
taken 

to 
build 
the 

model 

Uncl
ustere

d 
instances 

DBscan 
 

57 
 

Perc
enat
ge 
split 
 

0 
 

0 
 

0 
 
 

20 
 

EM 
 

57 
 

Perc
enat
ge 
split 

3(4,
12,4) 

 
 

3(20%,60
%,20%) 

 
 

0.5
4 
secon
d 

 
 

0 

Hierarch
ical 

57 Perc
enat
ge 
split 

2(0,20
) 

2(100%) 0 0 

k-
means 

 

57 
 

Pe
rcen
atge 
split 
 

2(9,
11) 

 
 

2(45%,55
%) 

 

0 
 

0 
 

Table 7: Evaluation of clusterer on Labor data set with 
percentage split test mode 
 
 
Clustering 
Algorithm 

No. of 
Instanc

es 

Test 
mode 

No. of 
cluster 
generat

ed 

Clustered 
instances 

Time 
taken 

to build 
the 

model 

Unclus
tered 
instances 

DBscan 
 

57 
 

Full 
trainin
g 
 

0 
 

0 
 

0.02 
second 

 
 

57 
 

EM 
 

57 
 

Full 
trainin
g 

3(14,
7,36) 

 
 

 

3(25%,12%
,63%) 

 

0.69 
second 

 
 

 

0 

Hierarchic
al 

57 Full 
trainin
g 

2(0,5
7) 
 

1(100%) 0.02 
second 

 

0 

k-means 
 

57 
 

Full 
trainin
g  
 

2(48,
9) 

 
 

2(84%,16%
) 

 

0 
second 

 
 

0 
 

Table 8 :  Evaluation of clusterer on Labor data set with Full 
training data  test mode 
 
 
 
 
7.4 Evaluation of Clusterer on Supermarket data set:- 
 
Clusteri
ng 
Algorith
m 

Instanc
es 

No. of 
cluster 
generated 

Clustered 
instances 

Uncluster
ed 
instances 

Test 
mode 

Time 
taken 
to 
build 
model 

DBscan 4627 2(1007,56
7) 

2(64%,36
%) 

0 Percenta
ge split 

0.23 
secon
d 

EM 4627 2(0,1574) 2(100%) 0 Percenta
ge split 

102.2
9 
secon
d 

K-
means 

4627 2(987,587
) 

2(63%,37
%) 

0 Percenta
ge split 

0.61 
secon
d 

 
 
Table 9  : Evaluation of clusterer on supermarket data set with 
percentage split  test mode 
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Clusterin
g 
Algorith
m 
(clustere
r) 

Instanc
es 

No. of 
cluster 
generated 

Clustered 
instances 

Uncluster
ed 
instances 

Test 
mode 

Time 
taken 
to 
build 
model 

DBscan 4627 2(1679,294
8) 

2(36%,64
%) 

0 Full 
trainin
g data 

0.37 
secon
d 

EM 4627 2(0,4627) 2(100%) 0 Full 
trainin
g data 

159.5
4 
secon
d 

K-
means 

4627 2(1679,294
8) 

2(36%,64
%) 

0 Full 
trainin
g data 

1.06 
secon
d 

 
Table 10  : Evaluation of clusterer on supermarket data set with 
Full training  test mode 
 
 
Result of Experiments in Weka 
 

 
 

Fig 9: EMclusterer with percentage split test on labor data 
 

 
 

Fig 10: Hierarchical clusterer with percentage split test on 
zoodata 

 

 
 

Fig 11: Kmeans clusterer with training set with letter data 
 
 

 
 

Fig 12:DBscan clusterer on supermarket data with percentage 
split 
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